Design of 2-D IIR filter with linear phase using modified digital spectral transformation
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In this paper, a modified, easy to implement design method for 2-D linear-phase IIR digital filter is represented. In this dominator of 2-D IIR filter function is chosen as a 2-D all-pass function \( Q(z_1, z_2) \) which represents an approximately linear passband phase response. A mirror image polynomial \( P(z_1, z_2) \) of degree \( N \) is obtained to approximate a corresponding 1-D desired amplitude response. This polynomial \( P(z_1, z_2) \) is then transformed to 2-D function \( P(z_1, z_2) \) by applying the Digital Spectral Transform (DST). This 2-D function \( P(z_1, z_2) \) is used as the numerator of the overall 2-D transfer function \( H(z_1, z_2) = \frac{P(z_1, z_2)}{Q(z_1, z_2)} \). The resulting \( H(z_1, z_2) \) belongs to a 2-D IIR digital filter with linear phase passband and could have circular, elliptical, or fan magnitude response according to the proper selection of the two parameters in the DST. The resulting filters are shown to be stable via the application of the one of the known stability test. The presented design method needs less computational efforts since it requires only to determine the 1-D mirror image polynomial coefficients.
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1. Introduction

Recently many design methods have been successfully applied to the design of 2-D IIR filters with linear phase. Those methods unify the approximations of both magnitude and phase responses.

The linear programming technique [1] is one of those methods, essentially based on the filter design approach presented in [2].
though, linear programming approach offers many advantages over conventional all-pass equalizer method, such as its drastic reduction of delay ripples. However, the linear programming approach is far from the optimal design because of its stability constraint as well as unnecessary weightings used in objective functions. Moreover, linear programming involves intensive computation.

Alternatively, the design technique proposed in [3] for 2-D IIR filters meets simultaneously the magnitude and group delay specification. A performance index has been chosen as a linear combination of three error functions for magnitude and group delays. That index is then minimized iteratively to have the desired specifications. This technique has the advantage of always ensuring the filter stability, whereas its encountered difficulties are computational complexity and convergence.

Among the other methods for 2D IIR filters designed with simultaneous approximation of the desired magnitude and linear phase responses has been accomplished by considering a parallel connection of an all-pass subfilters and cascaded delays as a basic section to ensure approximately linear phase [4]. The proposed filter can be designed directly in the 2-D, \( z_1, z_2 \) domain to achieve 2-D IIR digital filters with circularly symmetric characteristics. In addition to the simultaneous approximation of the desired magnitude response and the passband linear phase characteristics, the structure obtained by this method requires only few parameters to be designed and has a very low sensitivity. A major drawback of this proposed method is that the stability of designed all-pass filters is not always guaranteed because the unwrapped phase of the filter obtained by this method is certainly continuous and periodic. This is not a sufficient condition for stability, but satisfies a necessary one. Thus, in many cases this method leads to unstable filters.

In [5] a new methodology was presented. It based on considering an FIR model that represents the ideal filter response with linear phase. A linear phase IIR filter is then synthesized as an approximation of the ideal FIR filter. It is a computationally intensive because of the use of computer-aided optimization technique. However the stability of the resulting IIR filters guaranteed since the obtained IIR filter are based on the FIR filter models.

Alternative computationally-efficient techniques include those using transformation of 1-D filters (analog and/or digital). The McClellan transformation [6,7] in its generalized form was applied separately to the numerator and denominator polynomials of a 1-D IIR filter functions and then by the use of several nonlinear optimization procedures a 2-D IIR filter was achieved as presented in [8] and later on in [9-12], where the design philosophy is analogous to the equalizer method, i.e the magnitude and phase approximations are handled separately. Although this technique looks simple for a class of quadrantly symmetric 2-D filters. Nevertheless, the computation complexity still remains for non-quadrantly symmetric filters.

Unlike the above cited methods, the Digital Spectral Transformation (DST) first proposed in [13] was used for designing 2-D IIR filters, simultaneously approximating the prescribed magnitude response and constant group delay in the passband. This design method needs less computational efforts since it requires only to determine the 1-D mirror image polynomial coefficients.

The origin of the DST and its analogy with the 2-D reactance function in addition to its properties are briefly indicated in section 2. The design method is represented in section 3. Section 4 includes design examples verifying this method. It also includes a comparative study between this method and others previously presented in the literature. Stability and realization conditions are treated in section 5.

2. The DST and its origin

It is well known that, a 2-D digital filter can really be designed from a 1-D analogue prototype after applying a bivariate reactance transformation followed by a Double BiLinear Transformation (DBLT) [13] and [14]. This technique is used here to find a stable direct 1-D to 2-D DST.

Consider the following bivariate reactance function as a General Analogue Transformation (GAT) from 1-D to 2-D case.
where $A$, $B$ and $C$ are positive constants. It is known that the application of the bivariate reactance function $g_d(p_1, p_2$) leads to Bounded Input-Bounded Output (BIBO) stable digital filters which are free of nonessential singularities of the second kind [15 and 16]. Furthermore, $C$ can suitably chosen to achieve a local-type preservation on $Q = \{\omega_1, \omega_2: \omega_1 \geq 0, \omega_2 \geq 0, \omega_1 \omega_2 < \frac{1}{c}\}$ choosing $A = \frac{1-a}{1+a} B = \frac{1-b}{1+b}$ and $C = AB$ with $a$ and $b$ as constants. Applying the DBLT yields:

$$g_d(p_1, p_2)_{DBLT} = A \left(\frac{1-z_1^{-1}}{1+z_1^{-1}}\right) + B \left(\frac{1-z_2^{-1}}{1+z_2^{-1}}\right) + 1 + A \left(\frac{1-z_1^{-1}}{1+z_1^{-1}}\right) - B \left(\frac{1-z_2^{-1}}{1+z_2^{-1}}\right)$$

or equivalently

$$(a + z_1^{-1}) \left(1 - \frac{b + z_2^{-1}}{1 + b z_2^{-1}}\right) = (a + z_1^{-1}) \left(1 - \frac{b + z_2^{-1}}{1 + b z_2^{-1}}\right).$$

Thus, from (1) and (2), we obtain

$$P \xrightarrow{GAT + DBLT} 1 - \frac{a + z_1^{-1}}{1 + a z_1^{-1}} \left(\frac{b + z_2^{-1}}{1 + b z_2^{-1}}\right),$$

However, it is well known that a bilinear transformation (BLT) is given by:

$$P = \frac{1-z^{-1}}{1+z^{-1}},$$

comparing (3) and (4), it can be seen that, the GAT of (1) may easily be met by applying the following direct DST:

$$z^{-1} \xrightarrow{DST} \left(\frac{a + z_1^{-1}}{1 + a z_1^{-1}}\right) \left(\frac{b + z_2^{-1}}{1 + b z_2^{-1}}\right),$$

or equivalently

$$z \xrightarrow{DST} \left(\frac{z_1 + a}{1 + a z_1}\right) \left(\frac{z_2 + b}{1 + b z_2}\right) = f_1(z_1) f_2(z_2).$$

Thus, the equivalence of bivariate analogue reactance functions and the product of two 1-D 1st-order all-pass digital functions (one in each dimension) is proved.

It is worth to mention, here, that the above DST is similar to that proposed by [17 and 18], but neither they specified its origin, nor pointed out its stability property due to its equivalency to the bivariate analogue reactance functions. The DST in (5) has some interesting properties, which are:

1. It is known that this DST is a stable transformation for $|\omega| < 1$ and $|\omega| < 1$ [17 and 18].

2. The DST is a product of two 1-D 1st-order all-pass functions which possess some nonlinearity with $\omega_a$ and $\omega_b$, where:

$$\omega_a = j \ln \left(\frac{a + z_1^{-1}}{1 + a z_1^{-1}}\right),$$

and

$$\omega_b = j \ln \left(\frac{b + z_2^{-1}}{1 + b z_2^{-1}}\right).$$
\[ \omega = \sum_{i=1}^{2} (\omega_i - 2 \theta_i), \quad (7) \]

where

\[ \theta_i = \tan^{-1} \left( \frac{a_i \sin \omega_i}{1 + a_i \cos \omega_i} \right), \quad (8) \]

and

\[ a_1 = a \quad \text{and} \quad a_2 = b \]

3. The design procedure

To design a 2-D IIR digital filter with a linear-phase (constant group delay), start by writing the transfer function of the filter in a general form:

\[ H(z_1, z_2) = \frac{P(z_1, z_2)}{Q(z_1, z_2)}. \quad (10) \]

It is chosen here, that the denominator function \( Q(z_1, z_2) \) contributes the all-pass linear-phase response, while the numerator function \( P(z_1, z_2) \) is originally a 1-D mirror image polynomial \( P(z) \) of degree \( N \) so that it contributes zero phase. \( P(z) \) is synthesized to approximate the corresponding 1-D amplitude response of the desired 2-D digital filter. The DST is then applied to the polynomial \( P(z) \) to form the numerator function \( P(z_1, z_2) \). The synthesis of \( P(z) \) can be carried out as follows:

\[ P(z) \quad \text{is a mirror image polynomial, which can be expressed by;} \]

\[ p(z) = \sum_{n=-N}^{N} a_n z^n, \quad (11) \]

and

\[ P(e^{j\omega}) = \sum_{n=-N}^{N} a_n e^{jn\omega}, \quad (12) \]

or

\[ P(e^{j\omega}) = a_0 + 2 \sum_{n=1}^{N} a_n \cos (n\omega). \quad (13) \]

\( P(e^{j\omega}) \) is required to meet the corresponding 1-D amplitude response \( g(\omega) \) of the digital filter. To achieve such requirements, \( P(e^{j\omega_m}) \) is chosen to match the sampled version of the amplitude response \( g(\omega_m) \) for \( m = 0, 1, \ldots, M \) when \( \omega_0 = 0 \) and \( \omega_M = \pi \). Thus, the error function \( E(\omega_m) \) defined by:

\[ E(\omega_m) = \left| P(e^{j\omega_m}) - g(\omega_m) \right|, \quad (14) \]
Eq. (16) can be rewritten in matrix form as:

$$CA = G,$$  \hspace{1cm} (17)

where

$$C = \begin{bmatrix}
1 & \cos \omega_0 & \cos 2\omega_0 & \cos 3\omega_0 & \cdots & \cos N\omega_0 \\
1 & \cos \omega_1 & \cos 2\omega_1 & \cos 3\omega_1 & \cdots & \cos N\omega_1 \\
1 & \cos \omega_2 & \cos 2\omega_2 & \cos 3\omega_2 & \cdots & \cos N\omega_2 \\
1 & \cos \omega_3 & \cos 2\omega_3 & \cos 3\omega_3 & \cdots & \cos N\omega_3 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \cos \omega_M & \cos 2\omega_M & \cos 3\omega_M & \cdots & \cos N\omega_M
\end{bmatrix},$$  \hspace{1cm} (18-a)

$$A^T = \begin{bmatrix}
a_0 & 2a_1 & 2a_2 & 2a_3 & \cdots & 2a_N
\end{bmatrix},$$  \hspace{1cm} (18-b)

and

$$G^T = \begin{bmatrix}
g(\omega_0) & g(\omega_1) & g(\omega_2) & g(\omega_3) & \cdots & g(\omega_M)
\end{bmatrix}.$$  \hspace{1cm} (18-c)

The system of equations given by (16) can be solved in an efficient manner by choosing

$$M = N, \ \omega_0 = 0, \ \omega_1 = \pi/N, \ \text{and} \ \omega_{m+1} - \omega_m = \omega_m - \omega_{m-1} = \pi/N.$$

The resulting $C$ matrix will become symmetric, while $A$ and $G$ are column vectors of the order $(N \times 1)$. Cholesky decomposition [19] is used for solving the matrix equation of (17). First, the matrix $C$ is expressed in the form

$$C = S R S^T.$$  \hspace{1cm} (20)

Where $S$ is a lower triangular matrix (whose main diagonal elements are all 1’s) and $R$ is a diagonal matrix. The superscript $T$ denotes matrix transpose. The elements of the matrices $S$ and $R$ are readily determined by solving for the $(1, j)^{th}$ element of both sides of (20), giving:

$$C_{i,j} = \sum_{k=0}^{j} S_{i,k} \ r_k \ S_{j,k} \ \text{for} \ 0 \leq j \leq i-1,$$  \hspace{1cm} (21)

or

$$S_{i,j} \ r_j = C_{i,j} - \sum_{k=0}^{j-1} S_{i,k} \ r_k \ S_{j,k} \ \text{for} \ 0 \leq j \leq i-1,$$  \hspace{1cm} (22)

and for the diagonal elements:

$$C_{i,i} = \sum_{k=0}^{i} S_{i,k} \ r_k \ S_{i,k} \ \text{for} \ i \geq 1,$$  \hspace{1cm} (23)

$$s_0 = 1,$$  \hspace{1cm} (24)

$$s_i = s_{i-1} \ \text{or} \ \sum_{k=0}^{i-1} s_{i,k}^2 \ r_k.$$  \hspace{1cm} (25)

The recursive eqs. (21) to (25), can be used to solve for $S$ and $R$ matrices. Once these matrices have been determined, it is relatively simple to solve the column vector $A$ in two-step procedure. From (17) and (20), we get:

$$S R S^T A = G.$$  \hspace{1cm} (26)

Which can be rewritten as:

$$SB = G,$$  \hspace{1cm} (27)

where

$$R S^T A = B,$$  \hspace{1cm} (28)

or

$$S^T A = R^{-1} B.$$  \hspace{1cm} (29)
Thus, using the matrix $S$, (27) can be solved for the column vector $B$ using a recursion of the form:

$$b_i = g (\omega_i) - \sum_{j=0}^{i-1} S_{i,j} b_j \quad \text{for } N \geq i \geq 1,$$

with initial condition:

$$b_0 = g (\omega_0).$$

Having solved for $B$, (29) can be solved recursively for $A$ using the relation;

$$2 a_i = \frac{b_i}{r_i} - 2 \sum_{j=1}^{N-1} S_{j,i} a_j \quad \text{for } 1 \leq i \leq N - 1,$$

and

$$a_0 = \frac{b_0}{r_0} - 2 \sum_{j=1}^{N-1} S_{j,0} a_j,$$

with initial condition,

$$a_N = \frac{b_N}{2r_N}.$$

It should be noted that, the index $i$ in (32) proceeds backwards from $i = N-1$ to $i = 1$.

Knowing the coefficient matrix $A$, the mirror image polynomial is then formed as in (11), i.e.,

$$p(z) = \sum_{n=-N}^{N} a_n z^n.$$

Applying the DST of (5) to the polynomial $p(z)$, we can obtain the numerator function $p(z_1, z_2)$ as:

$$p(z_1, z_2) = \sum_{n=-N}^{N} a_n \left( \frac{z_1 + a}{1 + a z_1} \right)^n \left( \frac{z_2 + b}{1 + b z_2} \right)^n.$$  \hspace{1cm} (35)

Where the parameters $a$ and $b$ are chosen according to the desired shape of the cutoff contours using the one-dimensional search method outlined with the associated tables in [17].

We arrive now at the stage of choosing an all-pass linear-phase (or approximately linear-phase over the passband) denominator function $Q(z_1, z_2)$. To do so, we recall for the simple idea of having a 1-D linear-phase FIR filter from a zero-phase filter $p(z)$. This is usually done by multiplying the zero-phase filter response by $z^N$ where $N$ is the degree of the zero-phase polynomial $p(z)$, i.e., the resulting filter transfer function becomes:

$$H(z) = \frac{P(z)}{z^N}.$$  \hspace{1cm} (36)

Thus, $Q(z_1, z_2)$ can be chosen as the DST the denominator in (36); i.e.,

$$Q(z_1, z_2) = \left( \frac{z_1 + c}{1 + c z_1} \right)^N \left( \frac{z_2 + d}{1 + d z_2} \right)^N.$$  \hspace{1cm} (37)

$Q(z_1, z_2)$ represents an all-pass phase filter with a transfer function given by:

$$Q(z_1, z_2) = z_1^N z_2^N D(z_1^{-1}, z_2^{-1}),$$  \hspace{1cm} (38)

where,

$$D(z_1, z_2) = (1 + c z_1)^N (1 + d z_2)^N,$$  \hspace{1cm} (39)

and $c$ and $d$ are constants, smaller than unimodulars. The phase response of $Q(z_1, z_2)$ is given by:

$$\phi(\omega_1, \omega_2) = Q(e^{j\omega_1}, e^{j\omega_2}) = N \omega_1 + N \omega_2 - 2 \arctan \left( \frac{c \sin \omega_1}{1 + c \cos \omega_1} \right) + \arctan \left( \frac{d \sin \omega_2}{1 + d \cos \omega_2} \right).$$  \hspace{1cm} (40)

The group delay of $Q(z_1, z_2)$ function along $\omega_1$ can be easily derived as:
\[
\frac{\partial \varphi (\omega_1, \omega_2)}{\partial \omega_1} = N - 2 N \left( \frac{c^2 + c \cos \omega_1}{c^2 + 2 c \cos \omega_1 + 1} \right)
\]

or

\[
\frac{\partial \varphi (\omega_1, \omega_2)}{\partial \omega_1} = N - 2 N \ f(c, \omega_1).
\] (41)

Where \( f(c, \omega_1) \) takes nearly constant values over the passband along \( \omega_1 \). Similar characteristics can also be obtained along \( \omega_2 \).

In order to have such constant group delay over the same passband of the designed \( P(z_1, z_2) \), the values of parameters \( c \) and \( d \) in (37) are chosen to be equal to those of \( a \) and \( b \) in (35), respectively. Thus, the group delay of \( Q(z_1, z_2) \) function along \( \omega_1 \) can be rewritten as:

\[
a_1 = \frac{\partial \varphi (\omega_1, \omega_2)}{\partial \omega_1} = N [1 - 2 \ f(a, \omega_1)],
\] (42-a)

and along \( \omega_2 \), it can be written as

\[
a_2 = \frac{\partial \varphi (\omega_1, \omega_2)}{\partial \omega_2} = N [1 - 2 \ f(b, \omega_2)].
\] (42-b)

The transfer function of the designed 2-D IIR filter can now be written partially as:

\[
H(z_1, z_2) = \sum_{n=-N}^{N} a_n \left( \frac{z_1 + a}{1 + a z_1} \right) \left( \frac{z_2 + b}{1 + b z_2} \right)^N.
\] (43)

It can be reduced to:

\[
H(z_1, z_2) = \sum_{i=-N}^{N} a_i \left( (z_1 + a) (z_2 + b) \right)^{N+i} \left( (1 + a z_1) (1 + b z_2) \right)^{N-i} = (z_1 + a)^{2N} (z_2 + b)^{2N} \left( a_i \right)^{N} P(z_1, z_2) \cdot Q(z_1, z_2).
\] (44)

It should be noted that, the DST of (5) exhibits half-plane symmetry, i.e., the contours the first quadrant are symmetric to those in the third quadrant. To have similar contours in the second and fourth quadrant, the filter in (44) is cascaded with \( H(z_1, z_2^1) \). The resulting filter becomes:

\[
H_T(z_1, z_2) = H(z_1, z_2) \cdot H(z_1, z_2^1).
\] (45)

The filter response of (45) gives rise to four spurious passband regions in \( 0 < |\omega_1|, |\omega_2| < \pi \).

To eliminate these undesirable small pass band regions, the filter in (45) may have to be cascaded with a low-pass filter \( H(f_1(z_1)) \cdot H(f_2(z_2)) \). Thus, the overall filter response can be written as:

\[
H_T(z_1, z_2) = H(z_1, z_2) \cdot H(z_1, z_2^1) \cdot H(f_1(z_1)) \cdot H(f_2(z_2)).
\] (46)

4. Illustrative examples

To illustrate the design procedure presented in this paper three design examples are given:

Example 1:

Required to design a circularly-symmetric filter with passband edges \( \omega_{oc} = \omega_{zc} = 3/8 \pi \) rad. and linear-phase with \( a_1 = a_2 = 2 \).

The design:

Since, it appears from (42) that the group delays depend basically on the order \( N \) and on the parameters \( a \) and \( b \). Thus, assignment of \( a \) and \( b \) first leads to the proper order \( N \) when the desired values of group delays along \( \omega_1 \) and \( \omega_2 \) (i.e., \( a_1 \) and \( a_2 \)) are originally given as a specifications. For circular filters \( a=b \), thus \( a_1 = a_2 = a \).

If it is desired her that \( a=2 \), the parameters \( a=b \) can be chosen according to the amount of average error of the contours about circular ones. From tables and discussions in [19 and 20], and without loss of the acceptable threshold value of 10% error, one can choose \( a=b=0.6 \).

Using eq. (42-a or 42-b), with \( \omega_1 \) or \( \omega_2 = 0 \), then;

\[
a = N \left[ 1 - 2 \ f(a, 0) \right]
\]

\[
2 = N \left[ 1 - 2 \left( \frac{(0.6)^2 + 0.6}{(0.6)^2 + 2 \times 0.6 + 1} \right) \right]
\]

Gives \( N=8 \).
The corresponding 1-D filter response \( g(\omega) \) will have a cutoff frequency \( \omega_c \) which must map onto the point \( \omega_{1c}, 0 \) in the \( \omega_1, \omega_2 \)-plane; i.e.,

\[
\omega_c = \omega_{1c} - 2 \tan^{-1} \left( \frac{a \sin \omega_{1c}}{1 + a \cos \omega_{1c}} \right) = 0.336 \pi \text{ rad}.
\]

The sampled version of \( g(\omega) \) which can be written in a vector form \( G \), taking the value of the cutoff frequency into account, as:

\[
G^T = [1 \ 0.9 \ 0.1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0]
\]

Where the order here, is as given in (18c) with \( M=N \). That is the order of \( G \) is \((N+1) \times 1 = 9 \times 1 \) for \( N=8 \).

Since \( N \) also denotes the degree of the required mirror image polynomial \( P(z) \), thus, an 8th degree mirror image polynomial is needed to be designed. A computer program is written to solve for the polynomial coefficient \( a_n \)'s using the recursive eqs. (21)→(34). By running such a program with \( N=8 \) and \( G \) vector as in the above form, the polynomial \( P(z) \) obtained as:

\[
P(z) = a_0 + \sum_{n=1}^{8} a_n (z^n + z^{-n}),
\]

where

\[
a_0=0.1875000, \quad a_1=0.1752758, \quad a_2=0.1420495, \quad a_3=0.09671304, \quad a_4=0.05, \quad a_5=0.1060927, \quad a_6=-0.01704951, \quad a_7=-0.03259761, \quad \text{and} \quad a_8=-0.0187000
\]

Thus, the numerator function \( P(z_1, z_2) \) can be written as:

\[
P(z_1, z_2) = P(z) \bigg|_{z = \left( \frac{z_1 - 0.6}{1 + 0.6 z_1} \right) \left( \frac{z_2 - 0.6}{1 + 0.6 z_2} \right)}.
\]

The denominator function \( Q(z_1, z_2) \) May be written as:

\[
Q(z_1, z_2) = \left( \frac{z_1 + 0.6}{1 + 0.6 z_1} \right)^8 \left( \frac{z_2 + 0.6}{1 + 0.6 z_2} \right)^8.
\]

The partial transfer function of the preliminary 2-D IIR filter can be, readily formed as:

\[
H(z_1, z_2) = \frac{P(z_1, z_2)}{Q(z_1, z_2)}
\] or

\[
H(z_1, z_2) = \sum_{l=8}^{8} a_i (z_1 + 0.6)^l (z_2 + 0.6)^l.
\]

For a circular filter, a final overall 2-D transfer function of the form given in eq. (46) is required. Such a transfer function has the amplitude response as in fig. 1 with its contours shown in fig. 2. The group delays \( a_1 \) along \( \omega_1 \) and \( a_2 \) along \( \omega_2 \) are represented in figs. 3 and 4, respectively. Note that, in figs. 3 and 4, the group delays are shown in the passband only, for the purpose of clear presentation. It can be easily seen that group delay is nearly constant along each dimension. Example 2: Elliptical-support filter:

Design an elliptical-support filter with a passband region of elliptic shape with its semi-major axis \( \omega_{1c} = 0.6 \pi \text{ rad} \), semi-minor axis \( \omega_{2c} = 0.275 \pi \text{ rad} \), and have \( a_1 \neq a_2 \)

The design:

The corresponding 1-D filter response \( g(\omega) \) will have a cutoff frequency \( \omega_c \) which can be chosen to map onto the points \( (\omega_{1c}, 0) \) and \( (0, \omega_{2c}) \) in the \( \omega_1, \omega_2 \)-plane. On the same error thresholds bases of example 1, one can choose \( a=0.5 \), then:

\[
\begin{align*}
H(z_1, z_2) &= \frac{P(z_1, z_2)}{Q(z_1, z_2)} \\
&= \sum_{l=8}^{8} a_i (z_1 + 0.6)^l (z_2 + 0.6)^l.
\end{align*}
\]

Example 2: Elliptical-support filter:

Design an elliptical-support filter with a passband region of elliptic shape with its semi-major axis \( \omega_{1c} = 0.6 \pi \text{ rad} \), semi-minor axis \( \omega_{2c} = 0.275 \pi \text{ rad} \), and have \( a_1 \neq a_2 \)

The design:

The corresponding 1-D filter response \( g(\omega) \) will have a cutoff frequency \( \omega_c \) which can be chosen to map onto the points \( (\omega_{1c}, 0) \) and \( (0, \omega_{2c}) \) in the \( \omega_1, \omega_2 \)-plane. On the same error thresholds bases of example 1, one can choose \( a=0.5 \), then:

\[
\begin{align*}
H(z_1, z_2) &= \frac{P(z_1, z_2)}{Q(z_1, z_2)} \\
&= \sum_{l=8}^{8} a_i (z_1 + 0.6)^l (z_2 + 0.6)^l.
\end{align*}
\]
Fig. 2. Contour map of the magnitude response in fig. 1.

Fig. 3. Group delay response along $\omega_1$ for the circularly-symmetric filter with $\alpha_1 = \alpha_2 = 2$.

Fig. 4. Group delay response along $\omega_1$ for the circularly-symmetric filter with $\alpha_1 = \alpha_2 = 2$.

$\omega_c = \omega_{c1} - 2 \tan^{-1} \left( \frac{\alpha \sin \omega_{c1}}{1 + \alpha \cos \omega_{c1}} \right) = 0.1 \pi \text{ rad}$

and

$\omega_c = \omega_{c2} - 2 \tan^{-1} \left( \frac{b \sin \omega_{c2}}{1 + b \cos \omega_{c2}} \right)$

or

$\frac{b \sin \omega_{c2}}{1 + b \cos \omega_{c2}} \tan \left( \frac{\omega_{c2} - \omega_c}{2} \right) = k_1 = 1$

thus,

$b = \frac{k_1}{\sin \omega_{c2} - k_1 \cos \omega_{c2}} = 0.8$

If $\alpha_1$ is chosen to be 3.3, then at $\omega_1 = 0$.

$\alpha_1 = N \left\{ 1 - 2 \left( \frac{a^2 + a}{a^2 + 2a + 1} \right) \right\}$

$3.3 = N \left\{ 1 - 2 \left( \frac{0.25 + 0.5}{0.25 + 1 + 1} \right) \right\}$

then $N=10$

The value of $\alpha_2$ can be calculated easily now using (42.b) with $\omega_2 = 0$ this value is:

$\alpha_2 = 10 \left\{ 1 - 2 \left( \frac{0.64 + 0.8}{0.64 + 2 \times 0.8 + 1} \right) \right\} = 1.1$

It should be noted here, that only one of the values $\alpha_1$ or $\alpha_2$ is needed to be assigned in elliptical-support filter, because they are sharing the same value of $N$, while $a$ and $b$ in their expressions are dependent according to the desired semi-major and semi-minor axes.

The vector $G$ representing the sampled version of the 1-D frequency response $g(\omega)$ can be written, with order $(N+1) \times 1 = 11 \times 1$, as

$G = [1 0.9 0.1 0 0 0 0 0 0 0 0]$

After running the computer program with the present $G$ vector and $N=10$, the resulting $p(z)$ is given by:
nary 2-D IIR filter can be given by:

$$p(z) = a_0 + \sum_{n=1}^{10} a_n \left( z^n + z^{-n} \right),$$

where

$$\begin{align*}
\alpha_0 &= 0.1500000, & \alpha_1 &= 0.1436852 \\
\alpha_2 &= 0.1259017, & \alpha_3 &= 0.0998105, \\
\alpha_4 &= 0.06972136, & \alpha_5 &= 0.04, \\
\alpha_6 &= -0.014098297, & \alpha_7 &= -0.0059908, \\
\alpha_8 &= -0.0197236, & \alpha_9 &= 0.02750491, \text{ and} \\
\alpha_{10} &= -0.1500000
\end{align*}$$

Thus, the numerator function $P(z_1, z_2)$ can be written as:

$$P(z_1, z_2) = P(z) \begin{bmatrix} z_1 + 0.5 \\ 1 + 0.5 z_1 \end{bmatrix} \begin{bmatrix} z_2 + 0.8 \\ 1 + 0.8 z_2 \end{bmatrix}.$$

The denominator function $Q(z_1, z_2)$ may be written as:

$$Q(z_1, z_2) = \begin{bmatrix} z_1 + 0.5 \\ 1 + 0.5 z_1 \end{bmatrix}^{10} \begin{bmatrix} z_2 + 0.8 \\ 1 + 0.8 z_2 \end{bmatrix}^{10}.$$

The partial transfer function of the preliminary 2-D IIR filter can be given by:

$$H(z_1, z_2) = \frac{P(z_1, z_2)}{Q(z_1, z_2)},$$

or

$$H(z_1, z_2) = \sum_{i=10}^{20} a_i \left( z_1 + 0.5 \right)^i \left( z_2 + 0.8 \right)^i \left( 1 + 0.5 z_1 \right)^i \left( 1 + 0.8 z_2 \right)^i.$$

To have an elliptic-support filter a final overall 2-D transfer function of the form given in (46) is required. The resulting amplitude response and its contours are shown in figs. 5 and 6, respectively. While the group delays $\alpha_1$ and $\alpha_2$ are shown in figs. 7 and 8, respectively.

Example 3:
Fan filter: It is required now to design a 90° fan filter.

The design: For the case of 2-D fan filter, the DST is not a straightforward as in eq. (5). To obtain a good approximation for a 90° fan response, we use:

$$f_1(z_1) = -\frac{a \alpha z_1 + 1}{z_1 + a},$$

$$f_2(z_2) = \frac{z_2 + b}{b z_2 + 1}$$

where $|a| > 1$ and $|b| < 1$.

In this example, the choice for $a$ and $b$ is done by proper guess for best approximation of fan response. With $a=3.3$ and $b=-1/a=0.3$, we obtain fairly satisfactory fan shaped response but not for points near the origin (see fig. 9) with such values of $a$ and $b$, a 1-D amplitude response of cutoff frequency $\omega_c = \pi$ is required. Thus, the sampled version of such response is given by the vector $G$ as

$$G = [1 1 1 1 1 1 1 0.5 0]$$

with $N=8$, the mirror image polynomial coefficients will have the following values:

$$\alpha_0 = 0.8750000, \alpha_1 = 0.1202424 \alpha_2 = 0.1066941, \alpha_3 = 0.08941771, \alpha_4 = 0.0625, \alpha_5 = 0.03858229, \alpha_6 = 0.01830583, \alpha_7 = 0.00475754, \text{ and} \alpha_8 = 0.0$$

Thus, the numerator function $P(z_1, z_2)$ in this case will take the following form:

$$P(z_1, z_2) = P(z) \begin{bmatrix} -3.3 z_1 + 1 \\ z_1 - 3.3 \end{bmatrix} \begin{bmatrix} z_2 + 0.3 \\ 1 + 0.3 z_2 \end{bmatrix}$$

and the denominator function $Q(z_1, z_2)$ may be written as:

$$Q(z_1, z_2) = \begin{bmatrix} -3.3 z_1 + 1 \\ z_1 - 3.3 \end{bmatrix}^8 \begin{bmatrix} z_2 + 0.3 \\ 1 + 0.3 z_2 \end{bmatrix}^8.$$

In this case, the partial transfer function of the preliminary 2-D IIR filter can be obtained as:

$$H(z_1, z_2) = \frac{P(z_1, z_2)}{Q(z_1, z_2)}$$

$$= \sum_{i=0}^{8} a_i \left( -1 + 3.3 z_1 \right)^i \left( z_2 + 0.3 \right)^i \left( 1 + 0.3 z_2 \right)^i = \frac{\left( 1 - 3.3 z_1 \right)^8 \left( z_2 + 0.3 \right)^8}{\left( -1 + 3.3 z_1 \right)^8 \left( z_2 + 0.3 \right)^8}.$$
Fig. 5. Magnitude response of the 2-D IIR elliptical-support filter with $\omega_{1c} = 0.275\pi$, $\omega_{2c} = 0.6\pi$ rad.
And $N = 10$.

Fig. 6. Contour map of the magnitude response in fig 5.

Fig. 7. Group delay response along $\omega_2$ for the elliptical-support filter with $\alpha_2 = 1.1$.

Fig. 8. Group delay response along $\omega_1$ for the elliptical-support filter with $\alpha_1 = 3.3$.

An overall 2-D transfer function of the form given in (46) is also required here. The magnitude and group delay responses $\alpha_1$ and $\alpha_2$ of the designed fan filter are shown in figs. 9 to 12. It can be seen that the filter response is not satisfactory as fan response due to nonlinearity with $\omega_1$ and $\omega_2$ possessed by $f_1(\omega_1)$ and $f_2(\omega_2)$. This leads to have boundaries that are not straight lines as seen in eq. (6).

From the above three examples, it can be concluded that the proposed method of design given here is an attractive approach for designing 2-D IIR filter with the simultaneous approximation of both, the prescribed magnitude response and the constant group delay response over many types of passband regions. It can also be seen that the same filter realization can be used for circular and elliptical filters. The only need is to change the parameters $a$ and $b$ to obtain the desired passband region. One limitation of this method of design is that it can be used only for designing filters with passband regions within $\omega_1, \omega_2 \leq 0.9\pi$. This is due to the limitations of the used DST itself.

It may happen that the coefficient $\alpha_3$ as in example 3 equals zero, which means that there will be some reduction in filter realization.
5. A comparative study

To examine the performance of the proposed design method over the others, the following example is chosen to be solved by the proposed method in addition to two other previous methods presented in [3 and 9]. The comparison between the three methods is evaluated based on the deviation in magnitude and group delays according to the relative root mean square (RMS) errors defined as:

$$E_m = \frac{\sum_{\omega_1} \sum_{\omega_2} \left| H(\omega_1, \omega_2) - H_d(\omega_1, \omega_2) \right|^2}{\sum_{\omega_1} \sum_{\omega_2} \left| H_d(\omega_1, \omega_2) \right|^2}^{1/2} \times 100 \%$$

and

$$E_{\tau_i} = \frac{\left\{ \sum_{\omega_1} \sum_{\omega_2} [\tau_i(\omega_1, \omega_2) - \alpha_i]^2 \right\}^{1/2}}{\left\{ \sum_{\omega_1} \sum_{\omega_2} \alpha_i^2 \right\}^{1/2}} \times 100 \%$$

for $i = 1$ and 2.

The problem is to design a 2-D circularly-symmetric LP filter with the following desired magnitude specifications:
\[ H_d(\omega_1, \omega_2) = \begin{cases} 1.0, & \text{for } r \in [0.0, 0.1] \\ 0.8, & \text{for } r \in [0.1, 0.2] \\ 0.44, & \text{for } r \in [0.2, 0.3] \\ 0.14, & \text{for } r \in [0.3, 0.4] \\ 0.03, & \text{for } r \in [0.4, 0.5] \\ 0.002, & \text{for } r \in [0.5, 0.6] \\ 0.001, & \text{for } r \in [0.0, 1.0] \end{cases} \]

where \( r = \sqrt{\omega_1^2 + \omega_2^2} / \pi \), the group delays are

\[ a_1 = a_2 = N \left[ 1 - 2 \left( \frac{a^2 + a}{a^2 + a + 1} \right) \right]. \]

From the very well known relationship for \( H(j\omega) \)

\[ H(j\omega) = h(0) + \sum_{n=1}^{N} 2h(0)T_n(\cos \omega) \]

describing the frequency response of 1-D Zero phase filter satisfying a Chebyshev response, and where \( T_n(\cos \omega) \) is an \( n \)th degree Chebyshev polynomial in \( \cos \omega \). \( h(n) \) are the impulse response coefficients of the 1-D filter.

For order, \( N=2 \). With \( a=0.3 \), and by applying the inverse DST from 2-D to 1-D on \( H_d(\omega_1, \omega_2) \), we can obtain

\[ G^r = \begin{bmatrix} 1 & 0.001 & 0 \end{bmatrix}. \]

The same computer program is used to obtain the 1-D polynomial coefficients. They are

\( a_0=0.2505, \ a_1=0.25 \) and \( a_2=0.12475 \)

Simulating eqs. (48) and (49), the resulting relative RMS errors are obtained as:

\[ E_{r_1} = E_{r_2} = 4.07 \text{ and } E_m = 51.24. \]

Next, for \( N=4 \), and \( a=0.4 \), the vector \( G^r \) can be obtained as:

\[ G^r = \begin{bmatrix} 1 & 0.03 & 0.001 & 0.001 & 0 \end{bmatrix}. \]

with the following polynomial coefficients:

\( a_0=0.133333, \ a_1=0.1301265 \ a_2=0.124750 \ a_3=0.1198734 \) and \( a_4=0.058750 \)

The filter responses, which is shown in figs. 13 to 15, approximate the designed specifications with the following relative RMS errors:

\[ E_{r_1} = E_{r_2} = 1.66 \text{ and } E_m = 24.18 . \]

Fig. 13. Magnitude response of the circular filter in the example under comparison with \( \omega_2 = 0.3 \pi \text{ rad.} \)

And \( N=4 \).

Fig. 14. Group delay response along \( \omega_1 \) for the filter in the example under comparison.
The same example has been solved in [3 and 9]. Table 1 summarizes the error analysis of our method and other two methods proposed in [3 and 9]. From table 1, it can be easily seen that our filter accuracy with order (2, 2) is the best for the group delay errors but not for the magnitude error. The group delay errors for filters of (4, 4) order designed via our method is better than those for the same filter designed as in [3]. The magnitude error for this filter order is of the same order as in [3]. The number of independent parameters is the smallest for both filter orders against other methods in [3 and 9]. This makes this method much easier to implement one.

6. Stability and realization

It is known that if \( H(z_1, z_2) \) represents BIBO stable filter, then \( H(z_1, z_2) \) has no poles in the closed unit bidisk and no nonessential singularities of the second kind in the closed unit bidisk, except, possibly, on the distinguished boundary of the unit bidisk [21 and 19].

The filter response of eq. (43) can be rewritten as follows:

\[
H(z_1, z_2) = \sum_{i=-N}^{N} \alpha_i \left( \frac{z_1 + a}{1 + a z_1} \right) \left( \frac{z_2 + b}{1 + b z_2} \right)^{i(N-i)}. \tag{50}
\]

It can be easily seen, that this response looks like the DST of a low order linear phase FIR filter \( H(z) \) where;

\[
H(z) = P(z) z^N. \tag{51}
\]

Thus,

\[
H(z_1, z_2) = H(z) \left| \begin{array}{c}
\frac{z_1 + a}{1 + a z_1} \\
\frac{z_2 + b}{1 + b z_2}
\end{array} \right| = f_1(z_1) f_2(z_2)
\]

Since \( H(z) \) is a stable 1-D filter and it is known that \( z = f_1(z_1) f_2(z_2) \) is a stable DST. It has been shown in [17 and 22] that if we apply a 2-D stable DST to a stable 1-D filter \( H(z) \), the resulting filter \( H(f_1(z_1) f_2(z_2)) \) is also stable, and therefore has no poles inside the closed unit bidisk in the \( z_1, z_2 \)-biplane.

Instead of the direct realization of the filter of eq. (43) the filter \( H(z_1, z_2) \) in eq. (50) can be easily realized as a parallel combination of cascaded 1-D 1st order all-pass sections. Such a realization is shown in fig. 16. It is known that using a parallel realization will lead to an increase in the speed of data transmission and a better sensitivity to filter coefficients compared to the direct form.

A good reduction in the overall number of multipliers in the system is gained, by the use of minimal realization of each 1-D 1st order all-pass section in the 2-D filter realization (see fig. 17). The procedure for simulating the performance of 2-D filter \( H(z_1, z_2) \) is carried out as described in[3] by performing the input and output data orientation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Realization order</th>
<th>( E_{\tau_{1}} )</th>
<th>( E_{\tau_{2}} )</th>
<th>( E_{m} )</th>
<th>Independent parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>(2,2)</td>
<td>4.075</td>
<td>4.075</td>
<td>51.24</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>(4,4)</td>
<td>1.66</td>
<td>1.66</td>
<td>24.18</td>
<td>7</td>
</tr>
<tr>
<td>Of [3]</td>
<td>(2,2)</td>
<td>17.05</td>
<td>12.86</td>
<td>34.21</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>(4,4)</td>
<td>9.32</td>
<td>8.18</td>
<td>24.36</td>
<td>33</td>
</tr>
<tr>
<td>Of [9]</td>
<td>(2,2)</td>
<td>8.27</td>
<td>6.44</td>
<td>31.59</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>(4,4)</td>
<td>4.1×10^{-4}</td>
<td>4.5×10^{-4}</td>
<td>16.95</td>
<td>29</td>
</tr>
</tbody>
</table>
6. Conclusions

As a final conclusion, one can say that in this paper, an efficient design method for 2-D IIR filters with linear-phase has been presented. The denominator of the 2-D IIR function is a 2-D all-pass function \( Q(z_1, z_2) \). It presents an approximate constant passband group delay response. The numerator function \( P(z_1, z_2) \) is originally a 1-D mirror image polynomial designed to have zero-phase and simulate a 1-D amplitude response for the corresponding 2-D desired filter response. The resulting 2-D filter presents the desired amplitude response with linear phase in the passband region. 2-D filters with circular, elliptical and fan-shaped passband regions are obtained according to the proper selection of the parameters \( a \) and \( b \) in the used DST. It is clear that the coefficients of the mirror image polynomial \( \{a_i's\} \) control the corresponding 1-D filter specifications, while the parameters \( a \) and \( b \) control the radius along the \( \omega_1 \)-and \( \omega_2 \)-axes, respectively and the overall shape of the 2-D passband region. The stability of the resulting filter is guaranteed. The proposed design method needs less computational efforts. The errors in magnitude and group delay responses can take values of the same order of their corresponding, in other two previously published methods \([3, 9]\) or even lower, while, it always happens that the no. Of independent parameters is the lowest. This obviously simplifies the implementation of such filters. A realization of these 2-D filters are given with reduced number of multipliers. It should be noted that as \( N \) becomes larger, the sampling density of the amplitude response will be higher enough, such that the vector \( G \) represents the desired response well. At the same time as \( N \) increases, the complexity of the filter will be higher. Thus, appropriate values for \( N \) will give rise to a suitable realization complexity with an acceptable amplitude approximation.

Finally, it should be noted that the method of design proposed here does not belong to the optimal design family, since neither of the functions which appear in the numerator and denominator of the filter response, be designed upon such bases.
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