3. Fuzzy neural networks

3.1 Integration of fuzzy logic and neural networks

*Hybrid systems* combining fuzzy logic, neural networks, genetic algorithms, and expert systems are proving their effectiveness in a wide variety of real-world problems.

Every intelligent technique has particular computational properties (e.g., ability to learn, explanation of decisions) that make them suited for particular problems and not for others. For example, while neural networks are good at recognizing patterns, they are not good at explaining how they reach their decisions. Fuzzy logic systems, which can reason with imprecise information, are good at explaining their decisions but they cannot automatically acquire the rules they use to make those decisions. These limitations have been a central driving force behind the creation of intelligent hybrid systems where two or more techniques are combined in a manner that overcomes the limitations of individual techniques. Hybrid systems are also important when considering the varied nature of application domains. Many complex domains have many different component problems, each of which may require different types of processing. If there is a complex application which has two distinct sub-problems, say a signal processing task and a serial reasoning task, then a neural network and an expert system respectively can be used for solving these separate tasks. The use of intelligent hybrid systems is growing rapidly with successful applications in many areas including process control, engineering design, financial trading, credit evaluation, medical diagnosis, and cognitive simulation.

While fuzzy logic provides an inference mechanism under cognitive uncertainty, computational neural networks offer exciting advantages, such as learning, adaptation, fault-tolerance, parallelism and generalization. To enable a system to deal with cognitive uncertainties in a manner more like humans, one may incorporate the concept of fuzzy logic into the neural networks.

The computational process envisioned for fuzzy neural systems is as follows. It starts with the development of a "fuzzy neuron" based on the understanding of biological neuronal morphologies, followed by learning mecha-
nisms. This leads to the following three steps in a fuzzy neural computational process

- development of fuzzy neural models motivated by biological neurons,
- models of synaptic connections which incorporates *fuzziness* into neural network,
- development of learning algorithms (that is the method of adjusting the synaptic weights)

Two possible models of fuzzy neural systems are

- In response to linguistic statements, the fuzzy interface block provides an input vector to a multi-layer neural network. The neural network can be adapted (trained) to yield desired command outputs or decisions.

![Fig. 3.1. The first model of fuzzy neural system.](image)

- A multi-layered neural network drives the fuzzy inference mechanism.

Neural networks are used to *tune* membership functions of fuzzy systems that are employed as decision-making systems for controlling equipment. Although fuzzy logic can encode expert knowledge directly using rules with linguistic labels, it usually takes a lot of time to design and tune the membership functions which quantitatively define these linguistic labels. Neural network learning techniques can automate this process and substantially reduce development time and cost while improving performance.

In theory, neural networks, and fuzzy systems are equivalent in that they are convertible, yet in practice each has its own advantages and disadvantages. For neural networks, the knowledge is automatically acquired by the backpropagation algorithm, but the learning process is relatively slow and analysis of the trained network is difficult (black box). Neither is it possible to extract structural knowledge (rules) from the trained neural network,
nor can we integrate special information about the problem into the neural network in order to simplify the learning procedure.

Fuzzy systems are more favorable in that their behavior can be explained based on fuzzy rules and thus their performance can be adjusted by tuning the rules. But since, in general, knowledge acquisition is difficult and also the universe of discourse of each input variable needs to be divided into several intervals, applications of fuzzy systems are restricted to the fields where expert knowledge is available and the number of input variables is small.

To overcome the problem of knowledge acquisition, neural networks are extended to automatically extract fuzzy rules from numerical data. Cooperative approaches use neural networks to optimize certain parameters of an ordinary fuzzy system, or to preprocess data and extract fuzzy (control) rules from data.

Based upon the computational process involved in a fuzzy-neuro system, one may broadly classify the fuzzy neural structure as feedforward (static) and feedback (dynamic).

A typical fuzzy-neuro system is Berenji's ARIC (Approximate Reasoning Based Intelligent Control) architecture [11]. It is a neural network model of a fuzzy controller and learns by updating its prediction of the physical system's behavior and fine tunes a predefined control knowledge base.

This kind of architecture allows to combine the advantages of neural networks and fuzzy controllers. The system is able to learn, and the knowledge used within the system has the form of fuzzy IF-THEN rules. By predefining these rules the system has not to learn from scratch, so it learns faster than a standard neural control system.

ARIC consists of two coupled feed-forward neural networks, the Action-state Evaluation Network (AEN) and the Action Selection Network (ASN). The ASN is a multilayer neural network representation of a fuzzy controller.
In fact, it consists of two separated nets, where the first one is the fuzzy inference part and the second one is a neural network that calculates $p[t, t+1]$, a measure of confidence associated with the fuzzy inference value $u(t+1)$, using the weights of time $t$ and the system state of time $t+1$. A stochastic modifier combines the recommended control value $u(t)$ of the fuzzy inference part and the so called "probability" value $p$ and determines the final output value

$$u'(t) = o(u(t), p[t, t + 1])$$

of the ASN. The hidden units $z_i$ of the fuzzy inference network represent the fuzzy rules, the input units $x_j$ the rule antecedents, and the output unit $u$ represents the control action, that is the defuzzified combination of the conclusions of all rules (output of hidden units). In the input layer the system state variables are fuzzified. Only monotonic membership functions are used in ARIC, and the fuzzy labels used in the control rules are adjusted locally.
within each rule. The membership values of the antecedents of a rule are then multiplied by weights attached to the connection of the input unit to the hidden unit. The minimum of those values is its final input. In each hidden unit a special monotonic membership function representing the conclusion of the rule is stored. Because of the monotonicity of this function the crisp output value belonging to the minimum membership value can be easily calculated by the inverse function. This value is multiplied with the weight of the connection from the hidden unit to the output unit. The output value is then calculated as a weighted average of all rule conclusions.

The AEN tries to predict the system behavior. It is a feed-forward neural network with one hidden layer, that receives the system state as its input and an error signal $r$ from the physical system as additional information. The output $v[t, t']$ of the network is viewed as a prediction of future reinforcement, that depends of the weights of time $t$ and the system state of time $t'$, where $t'$ may be $t$ or $t + 1$. Better states are characterized by higher reinforcements. The weight changes are determined by a reinforcement procedure that uses the output of the ASN and the AEN. The ARIC architecture was applied to cart-pole balancing and it was shown that the system is able to solve this task [11].

3.2 Fuzzy neurons

Consider a simple neural net in Fig. 3.4. All signals and weights are real numbers. The two input neurons do not change the input signals so their output is the same as their input. The signal $x_i$ interacts with the weight $w_i$ to produce the product

$$p_i = w_i x_i, \; i = 1, 2.$$  

The input information $p_i$ is aggregated, by addition, to produce the input

$$\text{net} = p_1 + p_2 = w_1 x_1 + w_2 x_2,$$

to the neuron. The neuron uses its transfer function $f$, which could be a sigmoidal function,

$$f(x) = \frac{1}{1 + e^{-x}},$$

to compute the output

$$y = f(\text{net}) = f(w_1 x_1 + w_2 x_2).$$

This simple neural net, which employs multiplication, addition, and sigmoidal $f$, will be called as regular (or standard) neural net.

If we employ other operations like a t-norm, or a t-conorm, to combine the incoming data to a neuron we obtain what we call a hybrid neural net.
These modifications lead to a fuzzy neural architecture based on fuzzy arithmetic operations. Let us express the inputs (which are usually membership degrees of a fuzzy concept) $x_1, x_2$ and the weights $w_1, w_2$ over the unit interval $[0,1]$.

A hybrid neural net may not use multiplication, addition, or a sigmoidal function (because the results of these operations are not necessarily in the unit interval).

**Definition 3.2.1** A hybrid neural net is a neural net with crisp signals and weights and crisp transfer function. However,

- we can combine $x_i$ and $w_i$ using a t-norm, t-conorm, or some other continuous operation,
- we can aggregate $p_1$ and $p_2$ with a t-norm, t-conorm, or any other continuous function
- $f$ can be any continuous function from input to output

We emphasize here that all inputs, outputs and the weights of a hybrid neural net are real numbers taken from the unit interval $[0,1]$. A processing element of a hybrid neural net is called fuzzy neuron. In the following we present some fuzzy neurons.

**Definition 3.2.2** *(AND fuzzy neuron [81, 82])*

The signal $x_i$ and $w_i$ are combined by a triangular conorm $S$ to produce

$$p_i = S(w_i, x_i), \ i = 1, 2.$$  

The input information $p_i$ is aggregated by a triangular norm $T$ to produce the output

$$y = AND(p_1, p_2) = T(p_1, p_2) = T(S(w_1, x_1), S(w_2, x_2))$$

of the neuron.

So, if $T = \min$ and $S = \max$ then the AND neuron realizes the min-max composition

$$y = \min \{w_1 \lor x_1, w_2 \lor x_2\}.$$
Definition 3.2.3 (OR fuzzy neuron [81, 82])

The signal $x_i$ and $w_i$ are combined by a triangular norm $T$ to produce

$$p_i = T(w_i, x_i), \ i = 1, 2.$$  

The input information $p_i$ is aggregated by a triangular conorm $S$ to produce the output

$$y = OR(p_1, p_2) = S(p_1, p_2) = S(T(w_1, x_1), T(w_2, x_2))$$

of the neuron.

So, if $T = \min$ and $S = \max$ then the AND neuron realizes the max-min composition

$$y = \max\{w_1 \land x_1, w_2 \land x_2\}.$$  

The AND and OR fuzzy neurons realize pure logic operations on the membership values. The role of the connections is to differentiate between particular levels of impact that the individual inputs might have on the result of aggregation. We note that (i) the higher the value $w_i$ the stronger the impact of $x_i$ on the output $y$ of an OR neuron, (ii) the lower the value $w_i$ the stronger the impact of $x_i$ on the output $y$ of an AND neuron.
The range of the output value $y$ for the AND neuron is computed by letting all $x_i$ equal to zero or one. In virtue of the monotonicity property of triangular norms, we obtain

$$y \in [T(w_1, w_2), 1]$$

and for the OR neuron one derives the boundaries

$$y \in [0, S(w_1, w_2)].$$

**Definition 3.2.4 (Implication-OR fuzzy neuron [44, 46])**

The signal $x_i$ and $w_i$ are combined by a fuzzy implication operator $I$ to produce

$$p_i = I(w_i, x_i) = w_i \leftarrow x_i, \; i = 1, 2.$$  

The input information $p_i$ is aggregated by a triangular conorm $S$ to produce the output

$$y = I(p_1, p_2) = S(p_1, p_2) = S(w_1 \leftarrow x_1, w_2 \leftarrow x_2)$$

of the neuron.

![Implication-OR fuzzy neuron](image)

**Definition 3.2.5 (Kwan and Cai's fuzzy neuron [126])**

The signal $x_i$ interacts with the weight $w_i$ to produce the product

$$p_i = w_i x_i, \; i = 1, \ldots, n$$

The input information $p_i$ is aggregated by an aggregation function $h$ to produce the input of the neuron

$$z = h(w_1 x_1, w_2 x_2, \ldots, w_n x_n)$$

the state of the neuron is computed by

$$s = f(z - \theta)$$
where $f$ is an activation function and $\theta$ is the activating threshold. And the $m$ outputs of the neuron are computed by

$$y_j = g_j(s), \ j = 1, \ldots, m$$

where $g_j, \ j = 1, \ldots, m$ are the $m$ output functions of the neuron which represent the membership functions of the input pattern $x_1, x_2, \ldots, x_n$ in all the $m$ fuzzy sets.

**Definition 3.2.6 (Kwan and Cai’s max fuzzy neuron [126])**

The signal $x_i$ interacts with the weight $w_i$ to produce the product

$$p_i = w_i x_i, \ i = 1, 2.$$  

The input information $p_i$ is aggregated by the maximum conorm

$$z = \max\{p_1, p_2\} = \max\{w_1 x_1, w_2 x_2\}$$

and the $j$-th output of the neuron is computed by

$$y_j = g_j(f(z - \theta)) = g_j(f(\max\{w_1 x_1, w_2 x_2\} - \theta))$$

where $f$ is an activation function.
Definition 3.2.7 (Kwan and Cai's min fuzzy neurons [126])

The signal $x_i$ interacts with the weight $w_i$ to produce the product

$$p_i = w_i x_i, \ i = 1, 2.$$  

The input information $p_i$ is aggregated by the minimum norm

$$y = \min\{p_1, p_2\} = \min\{w_1 x_1, w_2 x_2\}$$  

and the $j$-th output of the neuron is computed by

$$y_j = g_j(f(z - \theta)) = g_j(f(\min\{w_1 x_1, w_2 x_2\} - \theta))$$  

where $f$ is an activation function.

It is well-known that regular nets are universal approximators, i.e. they can approximate any continuous function on a compact set to arbitrary accuracy. In a discrete fuzzy expert system one inputs a discrete approximation to the fuzzy sets and obtains a discrete approximation to the output fuzzy set. Usually discrete fuzzy expert systems and fuzzy controllers are continuous mappings. Thus we can conclude that given a continuous fuzzy expert system, or continuous fuzzy controller; there is a regular net that can uniformly approximate it to any degree of accuracy on compact sets. The problem with this result that it is non-constructive and only approximative. The main problem is that the theorems are existence types and do not tell you how to build the net.

Hybrid neural nets can be used to implement fuzzy IF-THEN rules in a constructive way. Following Buckley & Hayashi [33], and, Keller, Yager & Tahani [112] we will show how to construct hybrid neural nets which are computationally equivalent to fuzzy expert systems and fuzzy controllers. It should be noted that these hybrid nets are for computation and they do not have to learn anything.

Though hybrid neural nets can not use directly the standard error backpropagation algorithm for learning, they can be trained by steepest descent
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